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Abstract—
The advancement and widespread adoption of computing technology has yielded
services that could help mitigate the climate crisis. However, the retirement of
obsolete equipment, the consumption of rare earth materials, and the escalating
energy demands associated with massive data processing and cloud infrastructures
have raised new environmental dilemmas. Existing design and development
methodologies primarily focus on fulfilling functional requirements and improving
performance. In this paper, we argue that these methodologies must be augmented
with sustainability considerations encompassing energy efficiency, material usage,
longevity, and upgradability. Solutions at different layers of the system stack, from
the physical to the application layer, must be integrated. Moreover, there should be
a strong focus on the transparency of sustainability metrics across the whole
computing continuum. Building on fruitful discussions at the international Lorentz
workshop on Future Computing for Digital Infrastructures, we advocate novel
approaches in the design, development, and operation of the computing continuum.
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T he climate crisis is a pressing challenge for soci-
eties worldwide. Information and communication
technology (ICT), omnipresent in daily life and

businesses, has long been foreseen to play an essential
role in addressing it. Computing and communication
technologies are pivotal for a low-carbon economy,
as they facilitate digitization and optimization of other-
wise carbon-heavy processes across various domains,
e.g., by enabling efficient collection and dissemination
of critical environmental data. This facilitates better
decision-making for resource management, energy
conservation, and waste reduction by processing the
sensory data collected in the compute continuum for
smarter operation, as shown in Figure 1. As ICT
supports sustainable everyday practices such as active
mobility or remote work, thereby reducing the carbon
footprint of physical commuting, they are considered
crucial for the UN Sustainable Development Goals
efforts. At the same time, ICT contributes to energy
and natural resource consumption by producing and
operating physical infrastructure and equipment, which
must be disposed of when reaching its end-of-life.
ICT equipment production requires using hazardous
substances or rare earth materials and is responsible
for 78% of its carbon footprint. Meanwhile, ICT device
usage accounts for 21%, and their distribution for 1%.

Based on estimates from the European Commission,
the ICT sector accounts for 5-9% of the electricity
consumption and more than 2% of the emissions world-
wide. In 2018, data centers in the EU accounted for
2.7% of the total regional electricity demand, projected
to reach 3.2% by 2030 if there are no sustainability
interventions. Many sectors rely on advanced ICT so-
lutions, requiring real-time and data-intensive machine
learning (ML), distributed edge intelligence, energy-
hungry generative Artificial Intelligence (AI) and Large
Language Model (LLM) approaches, and sophisticated
communication architectures and IoT networks for
digitizing their processes. With the constant evolution
of mobile technologies (e.g., the transition from 4G
to 5G in operational networks in recent years and
the research on 6G already ongoing) and the desire
for orders of magnitude higher data rates, new data-
intensive applications such as holographic media might
emerge, resulting in even higher data processing and
communication needs.

Computing in the continuum from the far edge to
the cloud is a crucial enabler for more sustainable
practices while also causing significant environmental
costs. Ensuring that the resulting sustainability costs do
not offset the sustainability benefits of using ICT is vital.
Thus, research should explore two main questions:

1) How to use ICT to reduce carbon emissions and
environmental impacts in other domains?

2) How to reduce the environmental impact of ICT,
considering the entire equipment lifetime?

While both questions are important, this paper
focuses on the second: designing and operating a
sustainable compute continuum from end devices to
cloud data centers, as shown in Figure 1. We define
a sustainable computing continuum as a collection of
computing and communication technologies spanning
from end devices to cloud resources that operate
respecting the environmental boundaries, e.g., water,
energy, and materials, and fulfill functional and non-
functional requirements with minimum environmental
cost. Since this vision requires sustainable components
and the interworking of different segments, we discuss
the emerging techniques that aim at sustainability at
various system layers. While our key focus is on ICT
energy consumption, we stress that other environmental
impacts should also be considered in the design and
operation of the computing continuum.

Sustainable computing has recently become a very
active area of research. There are now conferences
(e.g., IEEE International Green and Sustainable Com-
puting Conference (IGSC), International Conference on
Sustainable Computing and Smart Systems (ICSCSS),
International Conference on Green Computing and
Engineering Technologies (ICGCET)) and journals (e.g.,
IEEE Transactions on Sustainable Computing, Sustain-
able Computing: Informatics and Systems) dedicated
to this topic. Also, papers on sustainable computing
regularly appear in major computing conferences, such
as the ACM International Conference on Architectural
Support for Programming Languages and Operating
Systems (ASPLOS), IEEE International Conference
on Software Architecture (ICSA), ACM Symposium on
Cloud Computing (SoCC).

ICT’s Environmental Cost
ICT systems span multiple tiers, including data centers,
network infrastructure, and devices. The Agency for
Ecological Transition in France estimates1 that their
digital environmental impact, including carbon, en-
ergy/resource, and metal/mineral consumption, is split
as 79% for devices and 16% and 5% for data centers
and networks. Improvements have been made in each
tier. For example, the global energy consumption of data
centers increased by only 6% compared with 2010,

1https://en.arcep.fr/uploads/tx_gspublication/press-kit-
study-Ademe-Arcep-lot3_march2023.pdf.
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despite computing capacity increasing by 550% [1].
Similarly, the carbon footprint of computing devices
typically follows a decreasing trend [2]. However, given
the growth of the population as well as of the number
of devices per person, such efficiency improvements
cannot alone suffice to decrease ICT’s environmental
footprint significantly, which is essential for reaching
the climate targets set for 2030, especially with in-
creasing demand for certain data or compute-intensive
applications. In this context, two use cases are worth
highlighting, namely video streaming and AI.

Video streaming is known as the most energy-
consuming application of the Internet, contributing to
82% of data transmission2 in 2023. Estimates of CO2
equivalent (CO2e) emissions of video streaming per
hour range widely3,4, from 0.04 kg/h to 0.85 kg/h. In
total, video streaming contributes to around 1% of
global greenhouse gas (GHG) emissions. Estimating
the resource consumption of video streaming is complex
due to the variability across different tiers. Small to
medium data centers consume around 50 to 200 kW,
while large data centers use over 2,500 kW. Edge de-
vices, including smartphones and tablets, typically use
only a few Watts, while desktop PCs demand upwards
of 250 W. The estimations of energy consumption of
transmitting 1 GB of data vary widely, with a meta-study
determining the best estimate at around 0.06 kWh/GB
in 2015 [3].

AI and, in particular, ML approaches have the
potential to grow as the biggest resource consumer
in the future, even if they lead to innovative applications
across different digital areas, as seen, for example,
with the rapid development of LLMs. ML applications
typically undergo three phases: data collection and
initial experimentation, large-scale training on GPU or
specialized accelerators, and final deployment running
inference requests. Meta estimates that the energy foot-
print of these phases is distributed as 39%:29%:40%
in their data centers [4] and that the operational CO2e
footprint for a single AI application can reach 1000 t
CO2e, excluding the embodied carbon in the hardware,
and up to 1300 t CO2e when considering it. Meta
reports achieving a 20% power footprint reduction every
six months through iterative AI optimizations in their
data centers.

2https://www.cisco.com/c/en/us/solutions/collateral/
executive-perspectives/annual-internet-report/white-paper-
c11-741490.html

3https://www.carbonbrief.org/factcheck-what-is-the-carbon-
footprint-of-streaming-video-on-netflix/

4https://theshiftproject.org/en/article/shift-project-really-
overestimate-carbon-footprint-video-analysis/

Common to these examples is that they require
functionality over multiple tiers of the computing contin-
uum. To become truly sustainable, applications must
be seen from the viewpoint of all the tiers in the ICT
ecosystem, from client devices to cloud services.

Regulatory Approaches and Societal
Challenges

Regulatory efforts for sustainability have intensified
globally due to the growing urgency. The SG5, an
environment, climate change, and circular economy
study group of the International Telecommunication
Union (ITU-T)5, the UN body for telecommunications
harmonization and standardization worldwide, pub-
lished several recommendations toward standardization
on analyzing and improving ICT carbon emissions.
L.1450 develops tools for stakeholders to calculate
GHG emissions, considering energy consumption and
embodied emissions related to the product life cycle.
L.1410 extends the life-cycle assessment approach
standardized by ISO 14040:2006 and ISO 14044:2006.
L.1470 describes guidelines for calculating and decreas-
ing emissions for mobile and fixed network operators
and data centers.

The EU has a leading role in energy efficiency
regulations at the regional level. The European Telecom-
munications Standards Institute (ETSI) has three
sustainability-related technical committees6: Environ-
mental Engineering Committee (TC EE), Access, Ter-
minals, Transmission and Multiplexing Committee (TC
ATTM), and Industry Specification Group on Operational
energy Efficiency for Users (OEU). They develop KPIs
and methods for assessing ICT goods’ lifecycle and
communication networks’ energy efficiency. The EU
adopted several directives to reach its 2030 target of
55% reduction of its GHG emissions compared to 1990.
The Ecodesign Directive7 obligates manufacturers to
ensure that products are designed to minimize their
energy consumption and other negative environmental
impacts. The regulation for servers and data storage
products8 defines consumption restrictions for servers’
power supply units. The Energy Efficiency Directive9

5https://www.itu.int
6https://www.etsi.org/technologies/energy-efficiency
7EU Directive 2009/125/EC, https://eur-lex.europa.eu/legal-

content/EN/ALL/?uri=CELEX:32009L0125
8EU Regulation 2019/424, https://eur-lex.europa.eu/legal-

content/EN/TXT/?uri=CELEX:32019R0424
9EU Directive 2023/1791, https://energy.ec.europa.eu/

topics/energy-efficiency/energy-efficiency-targets-directive-
and-rules
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FIGURE 1. The sustainable continuum design is driven by sustainability goals in various sectors, regulations, resource limitations,
and economic incentives. DC: Data Center

promotes guidelines for energy efficiency as a core
design and operation principle and requires monitoring
and disclosing data center sustainability indicators
such as energy consumption, power and waste heat
utilization, water usage, and use of renewable energy.

The Corporate Sustainability Reporting Directive
creates awareness of the energy footprint of service
provisioning and product development by enforcing
information disclosure about the impact on the environ-
ment and its habitat and transparency about adopted
measures to reach sustainability goals. These efforts
influenced similarly targeted legislation or proposals
outside of Europe. In the US, the SEC attempts to
establish Climate-Related Disclosure Standards as part
of the ESG (Environmental, Societal, and Government)
impacts in the non-financial reporting that publicly listed
companies are obliged to perform. Like the EU directive,
the proposed SEC regulation is built around the GHG
Protocol.

There are also environmental compliance certifi-
cations, e.g., EU WEEE10 to minimize e-waste and to
maximize recycling and re-use, Clean Air Act11 to phase
out ozone-depleting substances, or ISO 14001 for
environmental management systems. The EC published
Code of Conduct documents, e.g., Data Center Energy
Efficiency12 on sustainable practices for data centers
and broadband equipment, including Wi-Fi hotspots.
ENERGY STAR13 in the US lists the recommended
consumption levels for networking equipment, from
data centers to home gateways, for energy-efficient

10https://environment.ec.europa.eu/topics/waste-and-
recycling/waste-electrical-and-electronic-equipment-weee_
en

11https://www.epa.gov/ods-phaseout
12https://e3p.jrc.ec.europa.eu/communities/data-centres-

code-conduct
13https://www.energystar.gov

equipment label eligibility.
We argue that regulations covering mainly hardware

production and power efficiency metrics fall short of
preventing the environmental impact of ICT in three
ways. First, we need a better understanding of the im-
pact of software on the total environmental cost and to
promote best practices for environmentally sustainable
software, including handling the impact of continuous
updates. Second, embodied carbon already represents
a significant fraction of carbon emissions for battery-
powered devices such as smartphones and laptops, and
it might also dominate for always-connected devices
as we move towards greener energy sources [5].
Thus, repurposing/refurbishing the hardware rather than
producing new equipment is preferable. Methods that
achieve the desired quality levels with less hardware
(e.g., infrastructure sharing) should be developed and
promoted. Third, awareness of users and experts (e.g.,
software developers) should be enhanced for behavioral
change, and sustainable practices should be adopted
by making the environmental cost of technology more
visible.

Emerging Trends and Technology
Perspectives for Sustainability in
Computing

Sustainable computing requires maintaining the abil-
ity to perform large-scale computing while avoiding
resource depletion. It includes reducing the need for
more hardware and limiting claims on resources as
much as possible. Since renewable energy sources
cannot deliver continuously, it is also about being
adaptive in resource usage. As shown in Figure 2,
sustainable computing trends emerge in all layers of
the system stack. A sustainable computing continuum
leverages opportunities across layers and considers
various trade-offs which we present next. Please note
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that some approaches require cross-layer design but
are discussed only once for the sake of brevity.

Physical layer
The physical layer concerns physical phenomena re-
lated to hardware, such as heat dissipation. Thus,
this layer offers opportunities to directly influence the
sources from which energy is drawn and what happens
with the produced heat.

Moving computation toward renewable energy
resources: As renewable energy sources are signifi-
cantly lower in their carbon intensity [5], when local
renewable power is insufficient, or grid congestion
prevents its transfer, delay-tolerant computations can be
moved in the computing continuum to areas with renew-
able energy or energy with lower carbon intensity [6].
Alternatively, computing systems may wait and queue
processing jobs until the shortage of local renewable
energy ends or switch to batteries that were charged
with renewable energy in times of abundance. When
there is a local surplus of electricity from renewable
sources, queued jobs can be run, batteries recharged,
and the capacity to run jobs from other locations
sustainably can be advertised.

Reusing heat: Data centers produce large amounts
of heat and need cooling, leading to reusing the
produced heat somewhere where heating is needed.
Unfortunately, heat consumers such as industry and
residential buildings are often not located near large
data centers. Transporting heat over longer distances
leads to significant losses. Therefore, it is better to
deploy data centers near the heat consumers. This
drives an evolution from big data centers in rural areas
towards many small/micro data centers in or near
cities. Thus, heat reuse strengthens the drive toward
edge computing. Many heat consumers require high
temperatures (around 70-80°C). This makes modern
cooling techniques, such as oil and micro-fluidic chip
cooling, preferred over traditional, low-temperature air
cooling systems, avoiding the need for electricity-hungry
heat pumps to increase the temperature. However,
optimizing the power usage efficiency (PUE), defined as
the ratio between the total consumed energy (including
cooling and other overheads) and that of computing
equipment, of small data centers is challenging.

Energy harvesting, battery-free devices: To im-
prove sustainability at the edge of the continuum,
energy should be leveraged from various ambient
renewable sources such as light, heat, and RF signals at
the devices. Given that wireless signals are ubiquitous,
re-purposing them as an energy source is gaining
attention [7]. This, however, requires adapting the

software and protocols to account for the intermittent
nature of this energy source.

Hardware architecture layer
Hardware design significantly impacts the sustainability
of computing. For example, making it possible to
deactivate unused parts of the hardware helps reduce
energy consumption, just as devising new and more
efficient hardware architectures.

Designing hardware for longevity and easy
upgradability: As device production is a significant
source of emissions and becoming more prominent
with operational emissions decreasing due to efficiency
improvements and increase in renewable energy use [5],
it is vital that hardware is designed for longevity and
facilitates upgrading, for example, through modular
architectures.

Continuous right-sizing of active compute hard-
ware: While edge computing provides benefits in terms
of latency and lower network traffic, cloud computing
supports on-demand resources and scaling, an efficient
way to reduce the energy consumption of compute
nodes. Depending on the hardware and application
types, unused hardware could be deactivated and
reactivated only when needed [8]. This is also relevant
for different IoT and cyber-physical systems, e.g.,
collaborative robots assembling or packaging products.

Sustainable networking and communications:
In mobile networks, infrastructure sharing can miti-
gate total emissions. It is typically only on passive
network elements (e.g., cell towers), but active sharing
can significantly decrease energy consumption and
emissions. Similarly, virtualized network functions and
programmable networks can improve sustainability
as devices are updated with software rather than
being replaced. A typical approach to decrease energy
consumption is to put some network equipment in
lower energy states, e.g., sleep, when the network
load is low. Since the radio access network (RAN)
segment accounts for around 80% of the electricity
consumption of a mobile network14, such strategies
and user association schemes can be very useful.
Also, traffic engineering approaches that utilize network
elements with less carbon-intensive energy sources
can help make communication more sustainable.

New computing paradigms such as intermittent,
neuromorphic, and approximate computing: Con-
ventional computing performance will reach a plateau,
and novel computing paradigms beyond the standard

14https://www.etsi.org/images/files/Magazine/ETSI_Enjoy_
MAG_2021_N01_January.pdf
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FIGURE 2. Trends toward sustainable computing emerge in all layers of the system stack. KPI: Key Performance Indicator

von Neumann computer architectures, such as quantum
or optical computing, might unlock future applications.
Application-specific processors such as Tensor Process-
ing Units (TPUs) and recent ML-optimized GPUs are
more power-efficient than general purpose processors
and can improve computation performance per watt by
factors of 2-5 [9], so we may see a more diverse land-
scape of specialized computing platforms. Chiplets [10],
smaller, specialized semiconductor components devel-
oped independently and combined to form a larger
integrated circuit offer a scalable and flexible approach
to meet the growing demands of various applications.
Approximate computing (AxC) [11] emphasizes trading
off precision for efficiency, challenges the reliance on
exact computations, and opens new avenues for energy-
efficient processing. Analog computing [12], leveraging
continuous physical variables for computation, offers
an alternative to discrete digital systems, improving
the efficiency for specific computations. Intermittent
computing [13] systems operate with sporadic energy
availability, where operations might terminate unpre-
dictably.

Middleware layer
Middleware – including operating systems, hypervisors,
and distributed software execution frameworks – is
responsible for mapping applications to hardware re-
sources, impacting computation and communication
efficiency.

Energy-aware policies for scheduling computa-
tions: Flexible scheduling is essential for utilizing local
energy sources. However, scheduling must capture
critical computational jobs’ timing constraints, e.g., a
guaranteed completion time frame. Scheduling policies
can include “complete by”, as proposed for serverless
computing [14], or specify an execution time frame or

periodicity, e.g., “once per day” or “no more than 12
hours between runs”. In a geographically distributed
computing continuum, scheduling can consider the
type and location of energy sources, as the same
energy consumption can lead to very different carbon
emissions depending on where the computation is
executed [15].

Prolonging processor lifetime by thermal-aware
scheduling: Historically, progress in microprocessor
efficiency often justified replacing still-functional pro-
cessors to save energy. These advancements have
now slowed, highlighting the importance of extending
processors’ lifespan and reducing their manufacturing
and disposal carbon footprint. Operational lifetime
can be prolonged by improving processors’ reliability.
The aging of the underlying transistors often causes
processor faults due to the generated heat and ne-
cessitates its replacement since they either cause
unreliable results or render it unusable. Thermal-aware
scheduling can prolong the lifetime of processors. Such
techniques schedule tasks/threads in time and space
(i.e., mapping to a particular processor core) to reduce
thermal stress. If processor cores fail due to permanent
faults, tasks/threads are migrated to still operational
counterparts [16].

Elastic scaling: Instead of enabling peak perfor-
mance at all times, performance can be calibrated to
be good enough by scaling down applications’ storage
and computational needs, e.g., during night-time [17].
The need for sustainability requires aggressive scaling
and designing applications that can adapt to the scaled-
down infrastructure.

Application layer
Careful development of software can significantly im-
prove sustainability. Some relevant techniques pertain
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to any application, while others are specific to certain
application types with high resource demand.

Green software development practices: The
Green Software Foundation15 emphasizes several
guidelines of sustainable software development includ-
ing carbon efficiency, energy efficiency, and hardware
efficiency. First, carbon efficiency focuses on minimizing
the carbon footprint of software, while energy efficiency
targets energy consumption in software processes, re-
ducing it throughout the software lifecycle. Last, carbon
awareness encourages adaptive software activity based
on the eco-friendliness of available electricity. In light of
these principles, software developers can pay attention
to resource usage and associated carbon footprint,
e.g., reducing data transmission by leveraging caching
or data storage by compression techniques, removing
unused features, or opting for programming languages
that are more resource efficient or cloud providers with
lower carbon footprint. 16

Sustainable AI: A 2024 US Data Center Energy
Usage Report shows a rapid increase in electricity
consumption by data centers, from representing 1.9%
of total annual US consumption in 2018 to 4.4% in
2023, and forecasted 6.7% to 12.0% in 202817. The
report highlights the rapid emergence of AI hardware
and GPU-accelerated servers as culprits. Breakthrough
AI advancements, particularly LLMs, largely drive this
increase. Stressing environmental costs and regulatory
transparency is critical to managing AI’s environmental
impact. The focus on the environmental impact of AI
has led to energy-reducing strategies like sparse mod-
els [18]. A framework for assessing ML models’ energy
efficiency [19], inspired by the EU’s energy label system,
enables the comparison of energy consumption of
different ML models, including MobileNet, EfficientNet,
VGG, and DenseNet, using ML frameworks like ONNx,
PyTorch, and TensorFlow. Besides sparse models, other
approaches to improve the sustainability of AI include
application-specific processors, increasing data center’s
PUE, and efficient utilization of computing locations by
picking those with the cleanest energy sources [9].

Adaptive AI models: Recently developed adaptive
AI models can modify their executable partition based
on the available infrastructure [20] and use more
or less resources as needed. Adaptive AI models
contribute to sustainability by optimizing and adapting
their performance over time, thus extending the usable

15https://greensoftware.foundation/
16https://greensoftware.foundation/articles/10-

recommendations-for-green-software-development
17https://eta.lbl.gov/publications/2024-lbnl-data-center-

energy-usage-report

life of deployed models and reducing the frequency of
creating and training entirely new models from scratch.
The extent of scalability of adaptive AI models to large
models such as LLMs is still under investigation.

Research Challenges for a
Sustainable Computing Continuum

To achieve the previously described advances, we
outline cross-cutting challenges in observability, mea-
surability, awareness, adaptability, and reusability. Also,
avoiding rebound effects and other unintended impacts
of efficiency is crucial.

Quantifiability and observability: The lack of
reliable, quantifiable measures for energy and carbon-
equivalent costs of hardware and software components
hinders the development of sustainability-aware sys-
tems. Guidelines, monitoring infrastructures, and bench-
marks for sustainability metrics must be developed.
For example, data centers have established metrics
for energy usage effectiveness (e.g., PUE). Similar
metrics for telecommunications devices, software, and
applications are also required. Quantifying the em-
bodied carbon cost of producing, transporting, and
disposing of components is challenging, especially for
software, as the footprint is often linked to infrastructure
and development. The availability of such metrics also
allows design guidelines for future systems to ensure
the move forward is towards more sustainable ICT.
Transparency requires public disclosure of metrics and
energy sources. Moreover, for ICT to adapt its operation
in near-real-time according to the carbon intensity
of the electricity grid, timely information flow about
sustainability indicators to and from the electricity grid
is essential. These measures collectively contribute to
a system that is well-informed about energy dynamics,
capable of optimizing computation scheduling, and
compliant with the regulatory frameworks. Computation
hubs benefit from middleware that uses appropriate
metrics and prediction models to manage computational
requests and explain pricing strategies and policy
specifications.

Footprint awareness: Making users and develop-
ers aware of the costs through simple yet grounded
models is vital to comprehending the environmental
costs associated with their digital interactions. The
concept of energy labels for software, akin to those used
for household devices, is a potential concrete step in this
direction. However, developing and adopting such labels
also entails political and sociological aspects. Striking
a balance between simplicity and accuracy in these
labels is critical to ensuring widespread understanding
and acceptance.

March 2025 Rethinking Computing Systems in the Era of Climate Crisis 7

This article has been accepted for publication in IEEE Internet Computing. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/MIC.2025.3566642

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

https://greensoftware.foundation/
https://eta.lbl.gov/publications/2024-lbnl-data-center-energy-usage-report
https://eta.lbl.gov/publications/2024-lbnl-data-center-energy-usage-report


Adapting applications and programming models:
Applications should be adapted to more intermittent and
specialized hardware, integrating efficiency and sup-
porting mixed-mode functioning. Current methodologies
scale the available infrastructure, but the applications
must also be adaptive and dynamic. Such continuum-
native applications require handling dynamic environ-
ments, managing data complexity, addressing dynamic
resource constraints on the underlying hardware, bal-
ancing specialization and complexity, and ensuring ease
of use to gain adoption among programmers. This
requires a multidisciplinary approach and expertise in
various software development domains.

Reusability and repurposability: Fostering a cul-
ture of sustainability in both hardware and software
development requires a shift in current practices. Ensur-
ing compatibility and interoperability between different
generations of components in the age of rapid ad-
vancements will always be challenging. Legacy software
systems may present challenges regarding reusability
and adaptability to new technologies and can introduce
vulnerabilities if data privacy and security considerations
are not adequately addressed. Designing hardware with
high repurposability involves creating devices adapted
for different uses or upgraded with new functionalities,
extending their relevance.

Avoiding the rebound effect: The rebound effect
refers to the unintended consequence where efficiency
improvements lead to increased deployment, more
demanding applications, and higher usage, offsetting
the intended gains in sustainability. In this sense,
quantifiability and observability metrics, and the derived
awareness solutions, must consider volume, for exam-
ple, by promoting global efficiency measures under
emission constraints.

Conclusions
We presented multiple challenges in reducing ICT’s
environmental impact and how a sustainable computing
continuum could help. The solutions span beyond
individual continuum tiers and system layers and are
cross-cutting, requiring a holistic approach. To raise
awareness of developers, infrastructure managers, and
end users, we need standardized reporting and metrics
of environmental footprints at all levels. These should
include software and hardware, and the whole lifecycle
of equipment and applications should be considered.
We need to expand regulations beyond the existing
efforts and promote good practices such as hardware
reuse, tolerance to degraded or intermittent resource
availability, or software development tailored to limited
resources while involving all stakeholders and policy-

makers, not only developers or hardware designers.
Continuous efforts are necessary to promote these
with practitioners on all seniority levels. Educational
resources play a crucial role and should be promoted
actively by IEEE, ACM, and other scientific collectives.
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